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We evaluated the effects of differential reinforcement and accurate verbal rules with feedback on the
preference for choice and the verbal reports of 6 adults. Participants earned points on a probabilistic
schedule by completing the terminal links of a concurrent-chains arrangement in a computer-based game
of chance. In free-choice terminal links, participants selected 3 numbers from an 8-number array; in
restricted-choice terminal links participants selected the order of 3 numbers preselected by a computer
program. A pop-up box then informed the participants if the numbers they selected or ordered matched
or did not match numbers generated by the computer but not displayed; matching in a trial resulted in one
point earned. In baseline sessions, schedules of reinforcement were equal across free- and restricted-
choice arrangements and a running tally of points earned was shown each trial. The effects of
differentially reinforcing restricted-choice selections were evaluated using a reversal design. For 4
participants, the effects of providing a running tally of points won by arrangement and verbal rules
regarding the schedule of reinforcement were also evaluated using a nonconcurrent multiple-baseline-
across-participants design. Results varied across participants but generally demonstrated that (a)
preference for choice corresponded more closely to verbal reports of the odds of winning than to
reinforcement schedules, (b) rules and feedback were correlated with more accurate verbal reports, and
(c) preference for choice corresponded more highly to the relative number of reinforcements obtained
across free- and restricted-choice arrangements in a session than to the obtained probability of
reinforcement or to verbal reports of the odds of winning.
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A number of studies have shown that
humans and nonhumans often prefer choice
arrangements to no-choice arrangements (e.g.,
Catania, 1975; Catania & Sagvolden, 1980;
Fisher, Thompson, Piazza, Crosland, & Got-
jen, 1997; Schmidt, Hanley, & Layer, 2009;
Thompson, Fisher, & Contrucci, 1998; Tiger,
Hanley, & Hernandez, 2006; Voss & Homzie,
1970). This preference has been demonstrated
when researchers have controlled qualitative
and quantitative differences between choice
and no-choice arrangements by, among other
procedures: (a) yoking reinforcers in the no-
choice arrangement to selections in the choice
arrangement (e.g., Fisher et al., 1997; but see
Lerman et al., 1997); (b) using a concurrent-
chains arrangement to test preference between
one item (no-choice arrangement) versus
several items identical to one another and to
the no-choice item (choice arrangement), but
allowing access to only one item in each
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arrangement (e.g., Tiger et al., 2006); and (c)
using the same number of identical items in
the no-choice and choice arrangements, but
allowing the participant to select one item in
the choice arrangement versus the experi-
menter selecting one item in the no-choice
arrangement (e.g., Schmidt et al., 2009).

Whether preference for choice is relatively
small but persistent (e.g., Catania & Sagvol-
den, 1980), or robust (e.g., Thompson et al.,
1998), the cause or causes of this preference
remain undetermined. Several studies have
found evidence suggesting that preference
for choice in humans may be influenced by
stimulus generalization (Tiger et al., 2006) or
reinforcement history (Karsina, Thompson,
& Rodriguez, 2011). In these accounts, prefe-
rence for choice in the absence of differential
reinforcement for choice is explained, at least
in part, by some relation to extra-experimen-
tal situations in which choice has produced
differential reinforcement.

Verbal rules might also be a source of extra-
experimental influence on the preference for
choice. The literature on rule-governed behav-
ior has shown that rules in the form of
instructions can affect behavior in settings
inside and outside of the laboratory (for a brief
review, see Baron & Galizio, 1983). In some
cases, contingencies that were ineffective in
changing behavior alone were found to be
effective when instructions were added
(e.g., Ayllon & Azrin, 1964) and in other cases
temporal patterns of responding were found to
more optimally match schedules of reinforce-
ment when instructions were provided (e.g.,
Baron, Kaufman, & Stauber, 1969; Galizio,
1979; Weiner, 1970). Other studies have found
that incomplete or inaccurate instructions may
result in some level of insensitivity to schedules
of reinforcement—that is, responding may not
change or may change relatively slowly and
minimally when contingencies change (e.g.,
Bicard & Neef, 2002; Hackenberg & Joker,
1994; Hayes, Brownstein, Zettle, Rosenfarb, &
Korn, 1986; Joyce & Chase, 1990; Kaufman,
Baron, & Kopp, 1966; Lippman & Meyer,
1967; Matthews, Shimoff, Catania, & Sagvol-
den, 1977; Shimoff, Catania, & Matthews,
1981; Weiner, 1970).

Dixon (2000) measured the quantity of
chips wagered by five female undergraduates
when they picked the location of a bet on a
roulette wheel and when the experimenter

picked the location of the bet for them. At
the conclusion of each of two sessions, the
undergraduates were surveyed as to their
actual winnings and their odds of winning.
During a no-rules baseline and an inaccurate-
rules condition (in which participants were
individually given statements suggesting that
picking their own numbers would increase
their chances of winning), most participants
wagered more and over-estimated their
winnings and odds of winning when they
placed their own bets. When provided with
accurate rules (e.g., statements that the odds
of winning were independent of who picked
the numbers), the participants still wagered
more chips when they placed their own bets,
though to a lesser extent than when provided
inaccurate rules, and they more accurately
estimated their winnings and odds of win-
ning. This study suggests that rules may play
a role in the preference for choice.

However, Dixon’s (2000) study has sever-
al limitations. Each participant underwent
the same sequence of conditions (no rules,
inaccurate rules, and accurate rules) and
therefore sequence and practice effects
cannot be ruled out. In addition, although
the participants wagered individually and
rules were introduced privately, all of the
participants were present at the same time
and witnessed one another’s wagers and
winnings. This group arrangement may have
influenced responding. Also, although multi-
ple measures of the amount wagered per bet
were taken, verbal reports of the odds of
winning were assessed only twice, once after
each session. Thus there was limited mea-
surement of this important variable.

In the current study, we were interested in
examining the effects of differential rein-
forcement and rules with feedback on the
preference for choice and verbal reports
related to the experimental task. According-
ly, we selected participants for continued
participation in this experiment who, at least
initially, demonstrated a preference for a
free-choice arrangement over a restricted-
choice arrangement and who reported that
the odds of winning were better when they
selected the free-choice arrangement. We
then measured preference for free choice and
verbal reports of the odds of winning under
parametric manipulations of differential re-
inforcement of restricted-choice selections.
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These manipulations served to test the
durability of the preference for free choice
as well as the verbal reports that the odds of
winning were better when the free-choice
arrangement was selected.

METHOD

Participants

Eleven undergraduates enrolled in an
introductory psychology course taught by
the third author at a small New England
college and three adult employees of a school
for children with autism and related disorders
participated in the study. Seven of the
undergraduates and one of the employees
did not display a preference for free choice or
report that the odds of winning were better
when they selected the free-choice arrange-
ment in initial sessions, and were therefore
dropped from the study. The remaining
undergraduates were three males (Edmond,
Robert, and Xavier) and one female (Lucy),
18 to 20 years of age, who volunteered to
participate in the study from at least one
other equivalent arrangement activity to
receive extra credit. The employees, Alysa,
a 45-year-old female speech and language
pathologist with an advanced degree in
speech pathology, and Chloe, a 42-year-old
female administrative assistant with a bach-
elor’s degree, were selected based upon
willingness to participate and availability.
Alysa and Chloe received a small amount of
money each session (from 1 to 4 cents per
point earned) and tickets for a raffle to be
held at the end of the study (the tickets and
raffle were not offered to the undergradu-
ates). Raffle tickets were won by scoring a
certain number of points per session; Alysa
and Chloe typically, but not always, won a
ticket. Alysa and Chloe were told there
would be more than one prize and that the
prizes would be of a small monetary value
(prizes were $10 and $20 iTunes gift cards
and Alysa and Chloe each received one
card). Approval was obtained from the local
Institutional Review Board.

Setting and Materials

Sessions were conducted in a room
equipped with one or two tables, several

chairs, and laptop computers installed with a
game programmed into Microsoft Power-
Point and equipped with a computer mouse.
From 1–6 participants were in the room
during sessions. When more than one partic-
ipant was in the room, headphones were used
to isolate auditory feedback from the game to
the intended participant. Participants were
instructed not to interact with one another
during sessions and not to discuss the
experiment with anyone except the experi-
menters. An experimenter was in the room
and sat away from the participant(s) and read
or worked quietly while the participant(s)
played the game.

Procedure

A concurrent-chains arrangement in the
context of a computer-based game was used
to measure preference for free choice (see
Figure 1). The game is described in detail in
Karsina et al. (2011), and is summarized
briefly here. Participants were instructed that
the goal of the game was to earn points by
matching numbers to a random number
generated by the computer. In the game,
trials were presented in three sets of 40 trials;
each set consisted of 32 exposure trials
followed by 8 choice trials.

During exposure trials, the participant was
presented with a gray message box with the
words ‘‘You Select’’ (free-choice initial link)
or ‘‘Numbers Generated’’ (restricted-choice
initial link). The participant advanced to the
terminal link on a fixed-ratio (FR) 1 schedule
by clicking on the message box using the
computer mouse. During choice trials, both
message boxes were presented simultaneous-
ly on the screen and the participant clicked
one of the boxes (also an FR 1 schedule) to
advance to the corresponding terminal link.
In the free-choice terminal link, the partici-
pant selected three numbers from a row of
eight numbers (1–8, sequentially) by clicking
on the numbers using a computer mouse. In
the restricted-choice terminal link, the par-
ticipant was presented with the same row of
eight numbers, but five of the numbers
(randomly determined each presentation)
were dimmed and inoperative. The participant
selected the order of the three operative numbers
by clicking on them with a computer mouse.
After the numbers were selected (free-choice
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terminal link) or ordered (restricted-choice
terminal link) and the participant clicked
‘‘Ready’’ (a total of four clicks for each terminal
link, or an FR 4 schedule), a pop-up box
appeared with a written message that either the
numbers matched and a point had been earned,
or that the numbers did not match and no point
was earned. The participant then clicked an
‘‘OK’’ button in the pop-up box and advanced
to the next initial link screen. In both the free-
and restricted-choice terminal links, a square
with a running points tally was present in the
upper right corner of the screen; this tally was
updated each new presentation of the terminal
links. Additionally, in the Rules-and-Feedback
Condition a statement of the odds of winning for
each choice arrangement and the points won by
each terminal link were on the top of the screen.

Reinforcement in the form of points was
delivered on a variable-ratio (VR) schedule
during exposure trials and a random-ratio
(RR) schedule during choice trials; the
specific schedules varied across phases. RR
schedules rather than VR schedules were
used during choice trials because the number
of exposures to each terminal link could not
be controlled during choice trials. Figure 2
provides a schematic of the restricted-choice
terminal link in the Rules-and-Feedback

Condition; see Karsina et al. (2011) for
additional schematics.

There were two differences between the
procedures for the students and the employ-
ees. First, the employees (Alysa and Chloe)
exchanged the points they earned following
each session for money and had the oppor-
tunity to earn a raffle ticket each session if
they earned a prespecified number of points
or greater—the number of points was deter-
mined by calculating the number of points
programmed during exposure trials and
adding 12 (i.e., 50% of choice trials). The
undergraduates (Edmond, Lucy, Robert, and
Xavier) received extra credit for participating
in the sessions, but did not participate in any
direct exchange between points earned and
the amount of extra credit earned and did not
have the opportunity to earn raffle tickets.
Second, Alysa and Chloe had an additional
question on their end-of-session question-
naires. This question asked if they wanted to
roll a 4-sided die to determine the monetary
value (from 1 to 4 cents) of each point
delivered during the session, or if they
wanted the experimenter to roll the die. This
question was intended to measure general-
ization across stimulus arrangements, but the
results were inconclusive and are omitted

Figure 1. Schematic representing the concurrent-chains arrangement. During exposure trials, only one
initial link was presented (FC 5 free choice; RC5 restricted choice); during choice trials both initial
links were presented. One click of the computer mouse (FR 5 fixed ratio) within one of the initial links
brought up the corresponding terminal link. Clicking on three numbers and a ‘‘Ready’’ button (FR 4)
completed the terminal link, resulting in a point delivery on a variable-ratio (VR; exposure trials) or
random-ratio (RR; choice trials) schedule. Following completion of the terminal link, the cycle started
over.
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from the study. After the questionnaire was
completed, either the participant or experi-
menter rolled a 4-sided die, depending on the
participant’s answer to the last question on
the end-of-session questionnaire. The money
earned for the session was then calculated
and delivered to the participant, along with a
raffle ticket (if earned). Occasionally, Alysa
and Chloe chose to save their earnings until
the next session in order to have enough
money to use in a nearby vending machine.
Otherwise, the procedures were the same for
all participants.

Response Measurement

The computer program recorded all mouse
clicks during the initial and terminal links
and all points delivered during each trial. In
addition, the program recorded latency (in
seconds) from presentation to termination of
each terminal link, the numbers selected or
generated on each trial, and the order of
selection. All data were saved on a Microsoft
Excel spreadsheet. There were no relevant
findings related to latency, numbers selected
or generated, or the order of selections, so
those data are not reported here.

Each participant’s performance was ana-
lyzed via visual inspection for patterns
consistent with preference for free choice
and a self-rule of the efficacy of choice. The
critical measures for these analyses were the
choice quotient (see below) and the verbal
report regarding the choice arrangement with
the better ‘‘odds of winning’’ (as measured
on the post-session questionnaire). Choice
quotients indicating a preference for free
choice, followed by verbal reports that over-
estimated the probability of earning points
in the free-choice arrangement relative to the
restricted-choice arrangement, were consis-
tent with—but not proof of—the possibility
that preference for free choice was influ-
enced by a self-rule of the efficacy of free
choice; all other combinations were incon-
sistent with this possibility.

Choice quotient. The choice quotient
expresses the preference for free choice
versus restricted choice and was calculated
for the 24 choice trials within a session as
well as for the 8 choice trials in each set
(each set consisted of 32 exposure trials
followed by 8 choice trials and there were 3
sets per session). The choice quotient was
calculated by subtracting the proportion of

Figure 2. Schematic representing the restricted-choice terminal link in the rules condition. In this
schematic, the participant has clicked on the number 6 and has two more numbers to enter (‘‘3’’ and
‘‘8,’’ in any order). His points going into the trial are 9; 4 of these points were delivered following free-
choice terminal link completions and 5 were delivered following restricted-choice terminal
link completions.
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selections for restricted choice from the
proportion of selections for free choice
during choice trials. This resulted in a
number from 21 to 1 (inclusive), with 1
indicating exclusive selections for free
choice, 0 indicating equal free- and restrict-
ed-choice selections (i.e., indifference), and
21 indicating exclusive selections for re-
stricted choice.

Points quotient. As there were 8 choice
trials per set, a preference for one terminal
link resulted in unequal exposure to the
terminal links in the set. This could result in a
different number of points earned across
choice arrangements in sessions with no
programmed differential reinforcement of
free or restricted choice, even though the
ratio of earnings was equal (or nearly equal)
across choice arrangements. Thus, in order to
measure this potential discrepancy in points
earned, a points quotient for each session
and for each set of 32 exposure trials and 8
choice trials within sessions was calculated
by dividing the number of points delivered in
the restricted-choice arrangement by the total
number of points delivered in the session and
subtracting this number from the number of
points delivered in the free-choice arrange-
ment divided by the total number of
points delivered in the session. The result-
ing number was a number from 21 to 1
(inclusive) with 21 indicating that all of the
points were delivered in the restricted-choice
arrangement, 0 indicating equal point distri-
bution across choice arrangements, and 1
indicating that all of the points were
delivered in the free-choice arrangement.

Odds quotient. The use of RR schedules in
choice trials also allowed obtained probabil-
ities of reinforcement to differ from pro-
grammed probabilities of reinforcement.
Therefore, we calculated the obtained prob-
ability of point delivery in free- and restrict-
ed-choice arrangements each session, and
subtracted the probability of point delivery
in restricted-choice arrangements from the
probability of point delivery in free-choice
arrangements. As with the previous calculat-
ed quotients, the resulting quotient (hence-
forth referred to as the ‘‘odds quotient’’)
was a number from 21 to 1 (inclusive). A
21 indicated that all of the restricted-choice
terminal links and only the restricted-choice
links were followed by a point, 0 indicated

that the probability of point delivery follow-
ing restricted- and free-choice terminal links
was equal, and 1 indicated all of the free-
choice terminal links and only the free-
choice terminal links were followed by a
point.

Correspondence of preference to rein-
forcement schedules. Our experiment was
designed to measure the effects of differen-
tial reinforcement and verbal rules with
feedback on preference for free choice and
verbal reports of the relative odds of winning
across free- and restricted-choice arrange-
ments. Therefore, having a measure of how
well responding during choice trials (i.e.,
preference) conformed to the different sched-
ules of reinforcement allowed us to examine
effects of reinforcement and rules with
feedback. Schedules of reinforcement during
choice trials were always RR schedules; thus,
when free-choice selections and restricted-
choice selections had the same RR schedules,
any pattern of responding was optimal in
terms of maximizing reinforcement and
therefore correspondence of preference to
this reinforcement schedule could not be
calculated. However, when the RR schedules
were not equal, exclusive responding to
the terminal link with the higher probability
of reinforcement maximized reinforcement,
even if the difference in schedule values was
relatively small.

We calculated correspondence of prefer-
ence to reinforcement schedules by subtract-
ing the proportion of selections for the choice
arrangement with the lower probability of
reinforcement during choice trials from the
proportion of selections for the choice
arrangement with the higher probability of
reinforcement during choice trials. This
resulted in a number from 21 to 1 (inclu-
sive), with 1 indicating exclusive selections
of the choice arrangement with the higher
probability of reinforcement (i.e., responding
that was consistent with the best chance for
the most reinforcement), 0 indicating that
half of the responding was for the choice
arrangement with the higher probability of
reinforcement, but half was for the choice
arrangement with the lower probability of
reinforcement, and 21 indicating exclusive
selections of the choice arrangement with the
lower probability of reinforcement. Thus, if a
participant displayed a preference for the
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arrangement with the higher probability of
reinforcement, the choice quotient and the
measure of correspondence of preference to
the schedules of reinforcement were the
same, and if a participant displayed a
preference for the arrangement with the
lower probability of reinforcement, the
choice quotient and the measure of corre-
spondence of preference to the schedules of
reinforcement were additive inverses of one
another.

Correspondence of preference to verbal
reports of the odds of winning. Another
measure of interest was how well responding
during choice trials (i.e., preference) corre-
sponded with verbal reports of the choice
arrangement (free or restricted) with the
better odds of winning. High correspondence
between preference and verbal reports of the
choice arrangement with the better odds of
winning was consistent with—but not proof
of—responding influenced by a self-rule of
the efficacy of choice. We calculated corre-
spondence of preference with verbal reports
of the choice arrangement with the better
odds of winning by subtracting the propor-
tion of selections for the choice arrangement
not identified as the arrangement with the
better odds of winning from the proportion of
selections for the choice arrangement identi-
fied as having the better odds of winning.
This resulted in a number from 21 to 1
(inclusive), with 1 indicating exclusive
selections of the choice arrangement reported
to have the better odds of winning (i.e.,
responding that was consistent with the
verbal report of the choice arrangement with
the better odds of winning), 0 indicating that
half of the responding was for the choice
arrangement reported as having the better
odds of winning, but half for the other choice
arrangement, and 21 indicating exclusive se-
lections of the choice arrangement reported
as having lower odds of winning. For verbal
reports that the odds of winning were the
same, any pattern of responding would be
consistent with the verbal report in terms of
optimizing reinforcement, therefore this cal-
culation was not conducted for sessions with
verbal reports that of the odds of winning
were about the same. Thus, if a participant
displayed a preference for the arrangement
that he or she reported to have the higher
probability of reinforcement, the choice

quotient and the measure of correspondence
of preference to verbal reports of the odds of
winning were the same, and if a participant
displayed a preference for the arrangement
that he or she reported to have the lower
probability of reinforcement, the choice
quotient and the measure of correspondence
of preference to verbal reports of the odds of
winning were additive inverses of one
another.

Verbal reports. We calculated correspon-
dence between the verbal reports at the end
of each session and obtained measures for
verbal reports of the relative odds of winning,
preference, and points won. Correspondence
between verbal reports of which choice
arrangement had the ‘‘better odds of win-
ning’’ and programmed odds of winning was
scored if the participant correctly identified
the choice arrangement (free or restricted)
with the higher percentage of programmed
point delivery or if the participant reported
that the odds were ‘‘about the same’’ in the
absence of programmed differential rein-
forcement. A ‘‘marginal correspondence’’
was noted if the participant indicated that
the odds of winning were better following
free-choice or restricted-choice trials when
the programmed odds were equivalent, but
due to the RR schedules the obtained odds
slightly favored the choice arrangement
the participant indicated. For example, if
the programmed probability of reinforcement
for both the free- and restricted-choice
arrangements was 50%, but the obtained
probability of reinforcement for the free-
choice arrangement was 52% and the ob-
tained probability for the restricted-choice
arrangement was 54%, a correspondence
would be scored for a verbal report of the
odds being ‘‘about the same,’’ a marginal
correspondence would be scored for a verbal
report of the odds being better in the
restricted-choice arrangement, and no corre-
spondence would be scored for a verbal
report of the odds being better in the free-
choice arrangement.

We calculated correspondence between
verbal reports of preference for free and
restricted choice and preference as indicated
by the choice quotient as follows: (a) if the
participant reported more enjoyment of the
free-choice arrangement, a correspondence
was scored if the choice quotient for the
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session was greater than 0; (b) if the
participant reported more enjoyment of
restricted-choice trials, a correspondence
was scored if the choice quotient for the
session was less than 0; and (c) if the
participant reported about the same enjoy-
ment, a correspondence was scored if the
choice quotient for the session was greater
than 2.28 but less than .28. These criteria
were selected to be relatively lenient in
scoring correspondences.

For correspondence between verbal reports
of which choice arrangement was followed
by the most point deliveries, we scored a
correspondence if the verbal report identified
the choice arrangement followed by the most
point deliveries, or if the participant indicat-
ed that the points delivered were ‘‘about the
same’’ and the total points for each choice
arrangement were within 10 points at the end
of the session. For each verbal measure, the
total number of correspondences was then
divided by the total number of sessions for an
overall proportion of correspondence.

No-Rules Condition

Before each session, an experimenter
loaded and opened the designated version
of the program on the computer used by the
participant. The experimenter then led the
participant to the computer and instructed the
participant to begin whenever he was ready.
Each version of the program contained
written directions on the opening screen;
the experimenter read the instructions out
loud with the participant in the first session
but not in subsequent sessions. The written
directions instructed the participant to select
three numbers when ‘‘you select’’ appeared
on the screen and to click on the numbers
highlighted by the computer when ‘‘numbers
generated’’ appeared. Participants were in-
structed that numbers could be entered in any
order but each number could be entered only
once per turn. The participants were told that
the numbers they selected or entered were
matched to three unseen numbers generated
by the computer and that as soon as any of
the numbers matched they would hear a
‘‘pleasant’’ tone and receive a point. If none
of the numbers matched they would hear a
different tone and would not receive a point
for that turn. The participants were instructed

to ‘‘win points and have fun.’’ After the last
trial, more directions appeared on the screen
instructing the participant to notify the
experimenter that she or he was done.
Session duration was typically between 10
and 20 min, with one to two sessions run per
day and a minimum of 5 min separating each
session.

No-differential-reinforcement (NC) sessions.
Each participant participated in 1–3 initial NC
sessions. The number of sessions was varied
in order to set up different exposure histories,
and was determined by visual inspection of
the data and participant availability. NC
sessions were used to measure preference for
free choice and verbal reports of the choice
arrangement with the better odds of winning
before and after differential reinforcement of
free- or restricted-choice selections. During
NC sessions, the schedule of reinforcement of
the free-choice and restricted-choice terminal
links was VR 2 during exposure trials and RR
2 during choice trials. For ease of comparison
across different schedules the following
convention is used: The schedule of each
choice arrangement (expressed as FC for free
choice and RC for restricted choice) is
designated followed by the mean number of
reinforcements after eight exposures (the
number of possible exposures per choice set)
to the terminal link of the specific choice
arrangement. The choice arrangement with
the more favorable ratio of reinforcement is
presented first; FC is presented first in the case
of equal schedules. Using this convention, the
schedule of reinforcement during NC sessions
was FC 4:8 RC 4:8 (see Table 1 for a list of
schedules used).

Differential-reinforcement-of-restricted-choice
(RC) sessions. In RC sessions, the reinforce-
ment schedules for free- and restricted-choice
selections were adjusted in order to measure
the durability of the preference for choice and
verbal reports of the choice arrangement with
the better odds of winning. Schedules for the
initial RC session for each participant were set
at RC 5:8 FC 4:8 and were incrementally
increased up to a maximum of RC 7:8 FC 0:8
following each session in which a participant
displayed a preference for free choice. When
returning to RC sessions after the first set of
RC sessions and exposure to NC sessions,
session schedules were set at the last RC
session schedule (see Table 2). Preference for
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free choice or restricted choice was deter-
mined by visual inspection, with the general
guideline that preference for free choice was
demonstrated when 2 of the 3 choice sets
within a session displayed positive choice
quotients and the mean of the choice quotient
for the session was positive, whereas a
preference for restricted choice was demon-
strated when 2 of 3 choice sets within a
session displayed a negative choice quotient
and the mean choice quotient for the session
was negative.

Differential-reinforcement-of-free-choice (FC)
sessions. FC sessions were conducted for
participants who did not demonstrate a
preference for free choice in NC sessions
following RC sessions to determine if prefer-
ence for free choice in subsequent NC
sessions could be established. All FC sched-
ules in the No-Rules Condition were set at FC
7:8 RC 2:8, setting up a relatively dense
schedule in the free-choice arrangement
compared to the restricted-choice arrange-
ment in order to change preference quickly.
Preference for free and restricted choice was
determined as in the RC sessions.

Rules-with-Feedback Condition

The Rules-with-Feedback Condition was
designed to evaluate the effects of rules
regarding the odds of winning and feedback

depicting the points won by each choice
arrangement on responding and verbal reports
under varying schedules of reinforcement. All
sessions in this condition included statements
in the initial instructions concerning the odds
of winning for each choice arrangement (free
or restricted) and a display of points won by
each choice arrangement on the game screen
(see Figure 2). An example of the additional
statements included in the initial instructions
is provided below, though the specific num-
bers and percentages changed according to the
schedule of point delivery in effect.

For this part of the session, your
mathematical odds of winning when
you select your own numbers will be
4:8 (you should win about 4 of every 8
turns, or 50% of the time).

Your odds of winning when the numbers
are generated for you will be 6:8 (you
should win about 6 of every 8 turns, or
about 75% of the time).

That is, your odds of winning whether
you select your own numbers or whether
your numbers are generated for you are
as follows:

You Select 4:8 (50%)

Numbers Generated 6:8 (75%)

The three types of sessions described under
the No-Rules Condition (NC, RC, and FC)

Table 1
Schedules of Reinforcement for Exposure and Choice Trials

Designation

Exposure trials Choice trials

Free Choice Restricted Choice Free Choice Restricted Choice

No Differential Reinforcement

FC 4:8 RC 4:8 VR2 VR2 RR2 RR2

Differential Reinforcement of Restricted Choice

RC 5:8 FC 4:8 VR2 VR1.6 RR2 RR1.6
RC 6:8 FC 4:8 VR2 VR1.33 RR2 RR1.33
RC 7:8 FC 4:8 VR2 VR1.14 RR2 RR1.14
RC 7:8 FC 2:8 VR4 VR1.14 RR4 RR1.14
RC 7:8 FC 0:8 – VR1.14 – RR1.14

Differential Reinforcement of Free Choice

FC 5:8 RC 4:8 VR1.6 VR2 RR1.6 RR2
FC 7:8 RC 2:8 VR1.14 VR4 RR1.14 RR4

Note. FC 5 free choice, RC 5 restricted choice, and the notation ‘‘x:8’’ indicates the number of
reinforcements programmed for every eight choice trials. VR 5 variable ratio; RR 5 random ratio.

DETERMINANTS OF PREFERENCE FOR CHOICE 39



were also used during the Rules-with-Feed-
back Condition with the same general
rationales, except as described below. See
Table 2 for the order of schedule presenta-
tions for each participant.

NC sessions. NC sessions were used to
assess preference for free choice and verbal
reports of the odds of winning in the presence
of accurate rules and feedback.

RC sessions. RC sessions were conducted
following NC sessions in which the partici-

pant demonstrated a preference for free
choice. For Alysa, the only participant to
begin the experiment with the Rules-with-
Feedback Condition, schedules for the initial
RC sessions were set at RC 5:8 FC 4:8 and
were incrementally increased until a prefer-
ence for free choice was no longer demon-
strated. For the remaining participants,
schedules in this condition were set to either
(a) determine if leaner schedules of differen-
tial reinforcement of restricted choice com-

Table 2
Schedules of Reinforcement for Each Participant Across Sets (3 Sets per Session in the No-

Rules Condition and the Rules-with-Feedback Condition) (bold and italics)

Set Chloe Xavier Edmond Robert Lucy Alysa

1–3 FC 4:8 FC 4:8 FC 4:8 FC 4:8 FC 4:8 FC 4:8
RC 4:8 RC 4:8 RC 4:8 RC 4:8 RC 4:8 RC 4:8

4–6 RC 5:8 FC 4:8 FC 4:8 FC 4:8 FC 4:8 FC 4:8
FC 4:8 RC 4:8 RC 4:8 RC 4:8 RC 4:8 RC 4:8

7–9 FC 4:8 RC 5:8 RC 5:8 FC 4:8 FC 4:8 RC 5:8
RC 4:8 FC 4:8 FC 4:8 RC 4:8 RC 4:8 FC 4:8

10–12 RC 5:8 RC 6:8 FC 7:8 RC 5:8 RC 5:8 RC 5:8
FC 4:8 FC 4:8 RC 2:8 FC 4:8 FC 4:8 FC 4:8

13–15 FC 4:8 RC 7:8 RC 6:8 RC 6:8 RC 6:8 FC 4:8
RC 4:8 FC 4:8 FC 4:8 FC 4:8 FC 4:8 RC 4:8

16–18 FC 4:8 RC 7:8 RC 7:8 RC 7:8 RC 7:8 RC 5:8
RC 4:8 FC 2:8 FC 2:8 FC 2:8 FC 4:8 FC 4:8

19–21 FC 5:8 RC 7:8 RC 7:8 RC 7:8 RC 7:8 RC 6:8
RC 4:8 FC 0:8 FC 0:8 FC 2:8 FC 2:8 FC 4:8

22–24 FC 4:8 FC 4:8 FC 4:8 FC 4:8 RC 7:8 FC 4:8
RC 4:8 RC 4:8 RC 4:8 RC 4:8 FC 0:8 RC 4:8

25–27 FC 5:8 RC 7:8 RC 7:8 FC 4:8 RC 7:8 RC 6:8
RC 4:8 FC 0:8 FC 0:8 RC 4:8 FC 0:8 FC 4:8

28–30 FC 4:8 FC 4:8 RC 7:8 FC 7:8 FC 4:8 RC 6:8
RC 4:8 RC 4:8 FC 0:8 RC 2:8 RC 4:8 FC 4:8

31–33 RC 7:8 RC 7:8 FC 4:8 FC 7:8 FC 4:8
FC 4:8 FC 0:8 RC 4:8 RC 2:8 RC 4:8

34–36 RC 7:8 FC 4:8 FC 7:8 FC 4:8 RC 5:8
FC 4:8 RC 4:8 RC 2:8 RC 4:8 FC 4:8

37–39 RC 7:8 FC 4:8 FC 4:8 RC 6:8
FC 2:8 RC 4:8 RC 4:8 FC 4:8

40–42 FC 4:8 RC 7:8 FC 4:8 RC 7:8
RC 4:8 FC 0:8 RC 4:8 FC 4:8

43–45 RC 7:8 FC 4:8 RC 7:8
FC 0:8 RC 4:8 FC 4:8

46–49 FC 4:8 FC 4:8 FC 4:8
RC 4:8 RC 4:8 RC 4:8

50–52 FC 4:8 RC 7:8
RC 4:8 FC 4:8

Note. FC 5 free choice, RC 5 restricted choice.
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pared to schedules in the No-Rules Condition
would result in no preference or a preference
for restricted choice, or (b) replicate changes
in preference for free choice demonstrated
earlier. For Xavier and Edmond, time
constraints precluded a more parametric
analysis.

FC sessions. FC sessions were conducted
if participants did not demonstrate a prefer-
ence for free choice during NC sessions. This
only occurred for one participant (Chloe),
and the schedule for her FC sessions in the
Rules and Feedback Condition was set at FC
5:8 RC 4:8 as relatively small changes in the
schedules had been effective in changing
preference for this participant.

Program variations. We created multiple
variations of the program for each schedule
of reinforcement and counterbalanced pre-
sentations of these variations across sessions
for each participant. These variations were
designed to facilitate the appearance that
reinforcement delivery during exposure trials
was not programmed and to control against
the effects of one choice arrangement
inadvertently being correlated with higher
probabilities of reinforcement in initial
or later exposure trials or being correlated
with more consecutive ‘‘wins’’ than the
other. These factors were also controlled to
some extent within sessions by programming
reinforcement delivery in the third set of
exposure trials to be the mirror image of
reinforcement delivery in the first set of
exposure trials. For example, if the first two
free-choice exposure trials resulted in rein-
forcement delivery in the first set of exposure
trials, then the first two restricted-choice
trials resulted in reinforcement delivery in
the third set of exposure trials, and so on.

Experimental Design

Three participants (Chloe, Edmond, and
Xavier) participated in the No-Rules Condi-
tion first, followed by the Rules-with-Feed-
back Condition, and then a return to the No-
Rules Condition. Within the first two condi-
tions, a reversal design was used to assess
preference and verbal reports under equal
and differential schedules of reinforcement
while controlling for history or testing effects
(e.g., the development of more efficient
responding in one choice arrangement than

the other). The last exposure to the No-Rules
Condition was implemented to assess the
effects of a history of exposure to rules and
feedback on responding and verbal reports
under equal schedules of reinforcement in the
absence of rules and feedback. A noncon-
current multiple-baseline-across-participants
design (including data from Robert, below)
was used to determine if exposure to accurate
rules with feedback, rather than continued
exposure to differential reinforcement, was
responsible for changes in responding and
reporting.

Two other participants, Robert and Lucy,
were exposed to the No-Rules Condition in
which a reversal design was used to assess
preference and verbal reports of the choice
arrangement with the better odds of winning
under equal and differential schedules of
reinforcement while controlling for history
and testing effects. Following the No-Rules
Condition, Robert participated in one NC
session under the Rules-with-Feedback Con-
dition to probe the effects of rules on
preference and verbal reports of the choice
arrangement with the better odds of winning
following a history of differential reinforce-
ment of both restricted-choice and free-
choice arrangements.

Finally, Alysa participated in the Rules-
with-Feedback Condition followed by the
No-Rules Condition, and a reversal design
was used to assess preference and verbal
reports under equal and differential schedules
of reinforcement within both of these condi-
tions. This design does not allow for the
separation of a history of exposure to rules
regarding schedules of reinforcement from
prolonged exposure to differential reinforce-
ment of the restricted choice arrangement.

RESULTS

Results for the two main dependent
variables, preference and verbal reports of
the odds of winning, are presented below by
condition, as are the correspondence of pre-
ference to schedules of reinforcement and
correspondence of preference to verbal re-
ports of the odds of winning. The points and
odds quotients and the accuracy of the verbal
reports are reported separately. For all of the
participants except Alysa, the No-Rules
Condition was conducted first. Results for
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all of the participants during the No-Rules
Conditions are reported below. Lucy did not
participate in the Rules-with-Feedback con-
dition because of time constraints and
because of the variability in her verbal
reports during the No-Rules Condition.

No-Rules Condition

Preference and verbal reports of the
choice arrangement with the better odds
of winning. Preference was determined by
visual inspection with the general guideline
that preference for free choice was demon-
strated when the choice quotients for at least
two of the three choice sets within a session
were positive, and the overall choice quotient
for the session was also positive. Similarly,
preference for restricted choice was demon-
strated when the choice quotients for at least
two of the three choice sets within a session
were negative, and the overall choice quo-
tient for the session was also negative.
Figure 3 displays the choice quotients mea-
sured across choice sets and sessions and the
verbal reports of the choice arrangement with
the better odds of winning for each session
for Chloe, Xavier, Edmond, and Robert;
Figure 4 shows these same measures for
Lucy and Alysa. All participants except Lucy
exhibited a preference for free choice during
all of the initial NC sessions in the No-Rules
Condition; Lucy exhibited a preference for
free choice in two of three initial NC
sessions. Additionally, the 5 participants
without a prior history with the Rules-with-
Feedback Condition reported that the odds of
winning were better in the free-choice
arrangement in all (Chloe, Xavier, and
Edmond) or at least some (Robert and Lucy)
of these sessions. Alysa reported that her
odds of winning were about the same in both
choice arrangements in her initial NC session
in the No-Rules Condition.

During the first set of RC sessions
following NC sessions in the No-Rules
Condition, participants exhibited a prefer-
ence for restricted choice within one to six
sessions as follows: Chloe, one session;
Xavier, five sessions; Edmond, four sessions
(not including one session of FC presented
due to experimenter error); Robert, four
sessions; Lucy, six sessions; and Alysa, four
sessions. The schedule of reinforcement for

the last RC session for each participant
during this phase was as follows: Chloe,
RC 5:8 FC 4:8; Alysa, RC 7:8 FC 4:8;
Robert, RC 7:8 FC 2:8; and Xavier, Edmond,
and Lucy, RC 7:8 FC 0:8. Despite some
variability in verbal reports of the odds of
winning in early RC sessions, all participants
reported that the odds of winning were better
in the restricted-choice arrangement in the
last session of this phase, with the exception
of Alysa, who reported the odds of winning
were about the same across the choice
arrangements.

During the return to NC sessions, Chloe,
Xavier, Edmond, and Alysa displayed a
preference for free choice within the first
session, and Chloe, Xavier, and Alysa verbal-
ly reported that the odds of winning were
better in the free-choice arrangement. Robert
and Lucy displayed a preference for restricted
choice in their first NC session, but an
increasing trend in the choice quotients across
sets was noted for Robert, and a second NC
session was conducted. During this session,
Robert also displayed a preference for re-
stricted choice. Robert reported that his odds
of winning were about the same across choice
arrangements following each session, and
Lucy reported her odds of winning were
better in the restricted-choice arrangement.

For Chloe, Xavier, and Alysa a return to
the RC sessions at the last reinforcement
schedule of the previous RC sessions (RC 5:8
FC 4:8, RC 7:8 FC 0:8, and RC 7:8 FC 4:8,
respectively) resulted in a return to prefer-
ence for restricted choice or no preference
within one session; for Edmond 3 sessions at
RC 7:8 FC 0:8 were conducted before he no
longer demonstrated a preference for free
choice. Chloe, Xavier, Alysa, and Edmond
all reported that their odds of winning were
better following restricted-choice terminal
links during these RC sessions.

Lucy and Robert did not display a
preference for free choice during the return
to NC sessions, therefore FC sessions were
conducted with them next. Both participants
exhibited a preference for free choice in the
first FC session, with Robert verbally report-
ing that the odds of winning were better in
the free-choice arrangement but Lucy report-
ing that the odds of winning were better in
the restricted-choice arrangement. Robert did
not demonstrate a preference for free choice
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Figure 3. Choice quotient measured per choice set (black squares) and per session (grey lines) and verbal
reports of the ‘‘odds of winning,’’ (white squares) for Chloe, Xavier, Edmond, and Robert (from top
panel to bottom panel, respectively). For verbal reports, F, R, and S indicate the participant reported the
odds of winning were better following free choice (F), restricted choice (R), or ‘‘about the same’’ (S).
The unlabeled arrows indicate increases in the programmed differential reinforcement. For Edmond,
during choice sets 10–12 free-choice selections were differentially reinforced due to experimenter error.
(NC 5 No Differential Reinforcement; FC 5 Differential Reinforcement of Free Choice; RC 5
Differential Reinforcement of Restricted Choice).
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in the next NC session, and a second FC
session was conducted. Robert demonstrated
a preference for free choice in this second
session and in the NC session immediately
following it. Robert reported that the odds of
winning were better in the free-choice
arrangement during FC sessions, and about
the same across choice arrangements during
NC sessions. Lucy demonstrated a preference
for free choice in the NC session immedi-
ately following her first (and only) FC
session, and reported that the odds of
winning were better in the restricted-choice
arrangement in the FC session and that the
odds of winning were better in the free-
choice arrangement in the NC session.

Chloe, Xavier, and Edmond all began the
experiment with the No-Rules Condition,
followed by the rules condition, and ending
with a return to the No-Rules Condition for a
final NC session. In this final session, Chloe
exhibited no preference and reported that
the odds of winning were the same across
free- and restricted-choice arrangements.
In contrast, Xavier and Edmond exhibited

preference for free choice and reported that
the odds of winning were better in the free-
choice arrangements. As preference and
verbal reports of the odds of winning during
these sessions were similar to preference and
verbal reports of the odds of winning during
NC sessions before exposure to the Rules-
with-Feedback Condition for 2 of the 3
participants (Xavier and Edmond), these
three sessions are reported with the other
NC sessions in the No-Rules Condition
below.

Correspondence of preference to sched-
ules of reinforcement. With the exception of
Chloe, correspondence between preference
and the schedules of reinforcement was
relatively low during RC sessions under the
No-Rules Condition (see Figure 5). Mean
correspondence during these conditions was
as follows: .63 (Chloe), 2.36 (Xavier), 2.33
(Edmond), 2.46 (Robert), 2.42 (Lucy), and
2.37 (Alysa). Mean correspondence during
FC sessions in the No-Rules Condition was
1.0, .71, and .67 for Edmond, Robert, and
Lucy, respectively. Correspondence was not

Figure 4. Choice quotient measured per choice set (black squares) and per session (grey lines) and verbal
reports of the ‘‘odds of winning,’’ (white squares) for Lucy (top panel) and Alysa (bottom panel). For
verbal reports, F, R, and S indicate the participant reported the odds of winning were better following
free choice (F), restricted choice (R), or ‘‘about the same’’ (S). The unlabeled arrows indicate increases
in the programmed differential reinforcement. (NC 5 No Differential Reinforcement; FC 5 Differential
Reinforcement of Free Choice; RC 5 Differential Reinforcement of Restricted Choice).
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calculated for NC sessions as any pattern of
responding, and thus any demonstrated
preference, is consistent with optimal re-
sponding in NC sessions.

Correspondence of preference to verbal
reports of the odds of winning. Mean corre-
spondence of preference to verbal reports of
the choice arrangement with the better odds of
winning during NC sessions was .75 for
Chloe, .67 for Xavier, .10 for Edmond, .92
for Robert, .20 for Lucy, and .58 for Alysa.
During RC sessions, mean correspondence of
preference to verbal reports of the choice
arrangement with the better odds of winning
was as follows: .63 (Chloe), .64 (Xavier), .50
(Edmond), .39 (Robert), 2.03 (Lucy), and .50

(Alysa). Mean correspondence during FC
sessions in the No-Rules Condition was 1.0
for Edmond, .71 for Robert, and 2.67 for
Lucy. See Figure 5 for a summary of these
correspondences.

Rules-with-Feedback Condition

Preference and verbal reports of the
choice arrangement with the better odds
of winning. All participants except Chloe
exhibited a preference for free choice and
reported that the odds of winning were better
in the free-choice arrangement during the
initial NC sessions in the Rules-with-Feed-
back Condition. Chloe exhibited a preference

Figure 5. Mean correspondence of preference to schedules of reinforcement during No-Rules sessions
(black squares) and Rules-with-Feedback sessions (black triangles) and mean correspondence of preference
to verbal reports of the choice arrangement with the better odds of winning during No-Rules sessions (white
squares) and Rules-with-Feedback sessions (white triangles) for each participant measured across NC, RC,
and FC sessions and across all sessions for each participant. (NC 5 No Differential Reinforcement; FC 5
Differential Reinforcement of Free Choice; RC 5 Differential Reinforcement of Restricted Choice).
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for restricted choice and reported that the
odds of winning were about the same across
choice arrangements in her first NC session
in this condition, and replicated this perfor-
mance in a second NC session immediately
following the first (see Figure 3 for a
summary of these measures for Chloe,
Xavier, Edmond, and Robert and Figure 4
for a summary of these measures for Alysa).

During the first set of RC sessions
following NC sessions in the Rules-with-
Feedback Condition, participants exhibited a
preference for restricted choice within 3
(Xavier), 1 (Edmond), or 2 (Alysa) sessions.
The schedule of reinforcement for the last
RC session for each participant during this
phase was as follows: Alysa, RC 5:8 FC 4:8;
Xavier, RC 7:8 FC 2:8; and Edmond, RC 7:8
FC 0:8. Alysa reported that the odds of
winning were better in the free-choice
arrangement in her first RC session, but that
the odds of winning were better in the
restricted-choice arrangement in her second
RC session in this condition. Xavier and
Edmond reported that the odds of winning
were better in the restricted-choice arrange-
ment during all RC sessions in the Rules-
with-Feedback Condition.

During the NC session following RC
sessions, Xavier, Edmond, and Alysa dis-
played a preference for free choice and
Xavier and Edmond reported that the odds
of winning were better in the free-choice
arrangement whereas Alysa reported the odds
of winning were the same across choice
arrangements. At this point Edmond returned
to the No-Rules Condition.

Xavier and Alysa demonstrated a prefer-
ence for restricted choice in 1 (Xavier) or 2
(Alysa) RC sessions following the return to
NC sessions at schedules of RC 7:8 FC 0:8
(Xavier) and RC 6:8 FC 4:8 (Alysa). Xavier
reported that the odds of winning were better
in the restricted-choice arrangement. Alysa
reported that the odds of winning were better
in the free-choice arrangement in her first RC
session, but reported that the odds of winning
were better in the restricted-choice arrange-
ment in her second RC session.

Given her relatively variable performance
in earlier RC sessions, Alysa participated in
one more round of NC sessions followed by
RC sessions. During the NC session, Alysa
demonstrated a preference for free choice

and reported that the odds of winning were
better in the free-choice arrangement. During
the RC sessions, Alysa demonstrated no
preference in the first session and a prefer-
ence for restricted choice in the second
session, displaying a negative choice quotient
in the last 5 choice sets. Alysa reported that
her odds of winning were better in the
restricted-choice arrangement in both ses-
sions.

As Chloe demonstrated a preference for
restricted choice during the initial NC sessions,
a FC session was conducted next, during which
Chloe exhibited a preference for free choice and
reported the odds of winning were better in the
free-choice arrangement. During the subsequent
NC session, Chloe demonstrated a preference
for restricted choice and reported the odds of
winning were about the same across choice
arrangements. During a second FC session,
Chloe again demonstrated a preference for free
choice and reported that the odds of winning
were better in the free-choice arrangement.

Correspondence of preference to schedules
of reinforcement. Mean correspondences of
preference to the schedules of reinforcement
during RC sessions in the Rules-with-Feedback
Condition were 2.06 (Xavier), .75 (Edmond),
and 2.04 (Alysa). Mean correspondence of
preference to schedules of reinforcement during
FC sessions in the Rules-with-Feedback Condi-
tion was .79 for the one participant exposed to
these sessions (Chloe). Correspondence was not
calculated for NC sessions as any pattern of
responding, and thus any demonstrated prefer-
ence, is consistent with optimal responding in
NC sessions. See Figure 5 for a summary of
these correspondences.

Correspondence of preference to verbal
reports of the odds of winning. Mean
correspondences of preference to verbal
reports of the choice arrangement with the
better odds of winning during NC sessions
were 1.0 for Edmond, .25 for Robert, and .67
for Alysa. During RC sessions, mean corre-
spondences of preference to verbal reports of
the odds of winning were 2.06 (Xavier), .75
(Edmond), and .57 (Alysa). Mean correspon-
dence during FC sessions in the Rules-with-
Feedback Condition was .79 for the one
participant exposed to these sessions (Chloe).
See Figure 5 for a summary of the corre-
spondences.
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Comparison of correspondences of prefer-
ence to schedules of reinforcement and
correspondence of preference to verbal
reports of winning across the No-Rules and
Rules-with-Feedback Conditions. The specif-
ic schedules of reinforcement within the RC
and FC sessions were typically not matched
across the No-Rules and Rules-with-Feed-
back Conditions. This presents a potential
confound when evaluating if preference
was more or less sensitive to reinforcement
schedules or to reports of the choice arrange-
ment with the better odds of winning in the
Rules-with-Feedback Condition compared to
the No-Rules Condition. In order to address
this confound, only sessions with identical
schedules of reinforcement in both the No-
Rules and the Rules-with-Feedback Condi-
tions for each participant were used to
compare sensitivity to schedules of rein-
forcement. For five of the six different
matched schedules across participants exam-
ined, the correspondences of preference to
schedules of reinforcement were slightly
greater in the Rules-with-Feedback Condi-
tion than in the No-Rules Condition. For
three of the five comparisons, the correspon-
dences of preference to verbal reports of the
choice arrangement with the better odds of
winning were slightly greater in the Rules-
with-Feedback Condition than in the No-
Rules Condition. These data are presented in
Table 3.

Points and Odds Quotients

Points quotients were calculated for each
participant across all points earned within a
session and separately for points earned
during choice trials (see Figure 6). Rein-
forcement following exposure trials was
preprogrammed, and thus an equal number
of points were won following free- and
restricted-choice arrangements during expo-
sure trials in NC sessions, more points were
won following restricted-choice arrange-
ments than following free-choice arrange-
ments during exposure trials in all RC
sessions, and more points were won follow-
ing free-choice arrangements than following
restricted-choice arrangements during expo-
sure trials in all FC sessions. However, points
were delivered on a RR schedule during
choice trials, and exposure to the free- and

restricted-choice arrangements was not con-
trolled during these trials. Therefore the
points quotient was used to determine how
the amount of obtained reinforcement corre-
sponded to programmed schedules of rein-
forcement. Across the 41 RC sessions, the
points quotient measured across all trials
within a session was negative during 30
sessions and the points quotient measured
across choice trials only was negative during
20 sessions. Thus, in 21 of 41 sessions, more
points were won in the free-choice arrange-
ment than in the restricted-choice arrange-
ment during choice trials, and in 11 of these
sessions the difference in points won during
choice trials was sufficient to offset the
additional points won in the restricted-choice
arrangement during exposure trials. In con-
trast, in all 6 of the FC sessions, the points
quotient measured across all trials within a
session and the points quotient measured
across choice trials only were both positive.

The points quotients measured across all
trials were relatively low (range, 2.13 to .23)
whereas points quotients measured across
choice trials only were much more variable
(range, 2.75 to 1). Visual inspection of
Figure 6 shows that for 38 of the 39 NC
sessions across all participants the points
quotient measured across all trials within a
session and the choice quotient were either
both positive, both negative, or one or both
were zero. The one exception was the first
NC session for Xavier, in which he selected
the free-choice arrangement more often than
the restricted-choice arrangement in choice
trials, but earned slightly more points in the
restricted-choice arrangement. For all 6 FC
sessions across participants, the choice quo-
tient and points quotient were both positive.
Results for the RC sessions were more
variable, with the choice and points quotients
either both positive, both negative, or one or
both zero in 28 of 41 sessions.

Additionally, for all participants, the
points quotient measured across choice trials
within that session generally corresponded to
the choice quotient for a session. This was
the case for 8 of 10 sessions (Chloe), 13 of 18
sessions (Xavier), 13 of 16 sessions (Ed-
mond), 14 of 14 sessions (Robert), 10 of 12
sessions (Lucy), and 15 of 17 sessions
(Alyssa). In 6 of the 14 sessions that did
not display this pattern, either the points
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quotient measured across choice trials or the
choice quotient (or both) was 0. Thus, in only
8 of 77 sessions was the points quotient
measured across choice trials within a
session positive and the choice quotient
negative, or vice versa.

The odds quotient was calculated across
each session for all participants to determine
if obtained schedules of reinforcement were
consistent with programmed schedules of
reinforcement. For all 41 RC sessions, the
odds quotient was negative, and for all FC
sessions the odds quotient was positive (see
Figure 6). During NC sessions, the mean
odds quotient calculated across all partici-
pants was 2.01 with a range of 2.12 to .07.
Thus, the obtained odds of winning during
NC sessions were very close to the pro-
grammed odds of winning.

Correspondence Between Verbal Reports
and Programmed or Obtained Measures

The correspondence between three verbal
reports (relative odds of winning, preference
for choice arrangements, and relative points
won in choice arrangements) and programm-
ed or obtained measures were collected for
each participant every session. Overall, the
correspondence of verbal reports of the
choice arrangement with the better odds of
winning to programmed and obtained prob-
abilities of reinforcement was generally low
and variable. Correspondence of verbal
reports of preference to the choice quotient

was also low and variable (see Table 4).
Further, relatively liberal measures were
employed in calculating these correspon-
dences; it is therefore unlikely that the poor
correspondence is an artifact of the measure-
ments used. Across all sessions, the corre-
spondence of verbal reports of the choice
arrangement with the better odds of winning
to programmed schedules of reinforcement
was .50 and the correspondence of verbal
reports of the choice arrangement with the
better odds of winning to obtained schedules
of reinforcement (i.e., including marginal
correspondences) was .67. The overall cor-
respondence of verbal reports of preference
to the choice quotients each session was .72.
Finally, the overall correspondence of verbal
reports of relative points won per choice
arrangement and points won per choice
arrangement was .86.

Overall correspondence was higher in the
Rules-with-Feedback Condition than in the
No-Rules Condition. The correspondence
between verbal reports of the choice arrange-
ment with the most points won and obtained
measures was 1.0 in the Rules-with Feedback
Condition, compared to .80 in the No-Rules
Condition. This finding suggests that infor-
mation regarding points won in different
choice arrangements was accepted as accu-
rate information by the participants. The
correspondence between verbal reports of
preference and choice quotients across all
participants in the Rules-with-Feedback Con-
dition was .77 compared to .70 in the No-

Table 3
Correspondences of Preference to Schedules of Reinforcement (Contingencies) and of

Preference to Verbal Reports of the Odds of Winning on Matched Schedules Across the No-
Rules and Rules-with-Feedback Conditions

Schedule P

No Rules Rules

Contingencies Verbal reports Contingencies Verbal reports

RC 5:8 FC 4:8 Alysa 2.83 — 2.42 .80
RC 6:8 FC 4:8 Alysa 21.0 1.0 .33 .33
RC 7:8 FC 4:8 Xavier 21.0 1.0 2.54 2.54
RC 7:8 FC 2:8 Xavier .67 2.67 0 0
RC 7:8 FC 0:8 Xavier .59 .59 .83 .83
RC 7:8 FC 0:8 Edmond .15 .15 .75 .75
All All 2.04 .34 .02 .36

Note. Numbers reported are the mean correspondences within the schedule of reinforcement. P 5
participant.
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Figure 6. Choice quotient, point quotient for all trials, point quotient for choice trials, and odds quotient
per session for Chloe, Xavier, Edmond, Robert, Lucy, and Alysa (from top to bottom panel,
respectively). (NC 5 No Differential Reinforcement; FC 5 Differential Reinforcement of Free Choice;
RC 5 Differential Reinforcement of Restricted Choice).
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Rules Condition. It is not clear why corre-
spondence between reports of preference and
the choice quotient would be higher in the
Rules-with-Feedback Condition.

The correspondence of verbal reports of
the choice arrangement with the better
odds of winning to obtained relative odds
of winning across all participants in the
Rules-with-Feedback sessions was .65 com-
pared to .43 in the No-Rules sessions, and .81
in Rules-with-Feedback sessions compared
to .62 in No-Rules sessions when marginal
correspondences were scored as correspon-
dences.

DISCUSSION

In this study, we were interested in
examining how preference and verbal reports
consistent with a self-rule of the efficacy of
choice (i.e., that choice selections produced
better reinforcement in terms of quantity
or quality than non-choice selections) would
be affected by differential reinforcement of
restricted choice and accurate rules with
feedback. Although there was considerable
variability in responding across participants,
a few general conclusions from the results
of this study can be offered. First, for all
participants, differential reinforcement of
restricted choice resulted in preference for
restricted choice, though the durability of
preference for free choice during differential
reinforcement of restricted choice varied
considerably across participants. Second,

preference corresponded to the relative
amount of points earned in each choice
arrangement (free or restricted) in a session.
Third, verbal reports of the choice arrange-
ment with the better odds of winning, relative
points earned, and preference were more
accurate when rules and feedback were
provided. Fourth, responding during sessions
with rules and feedback corresponded slight-
ly more to reinforcement schedules than
responding during sessions with no rules,
although the difference was small and the
number of matched comparisons was limited.
Fifth, correspondences of preference to
verbal reports of the choice arrangement
with the better odds of winning were
generally greater than correspondences of
preference to reinforcement schedules. These
findings are discussed below, as are several
relevant considerations.

All of the participants except for Chloe
displayed at least some insensitivity to the
schedules of reinforcement during RC ses-
sions. This finding replicates previous re-
search on preference for choice (Tiger et al.,
2006; Thompson et al., 1998). During the
initial RC sessions, Xavier, Edmond, and
Lucy continued to display a preference for
choice until 7 of 8 restricted-choice selec-
tions were reinforced and reinforcement for
free-choice selections was extinguished,
and Robert did not display a preference for
restricted choice until reinforcement for
restricted-choice selections occurred, on av-
erage, 3.5 times more frequently than rein-

Table 4
Correspondence Across All Participants of Verbal Reports to Obtained or

Programmed Outcomes

Correspondence All sessions
No rules
sessions

Rules
sessions

Verbal report of the choice arrangement with the
better odds of winning to programmed schedules
of reinforcement .50 .43 .65

Verbal report of the choice arrangement with the
better odds of winning to obtained schedules of
reinforcement .67 .62 .81

Verbal report of preference to choice quotient

.72 .70 .77
Verbal report of choice arrangement with more

points won to relative points earned by choice
arrangement .86 .80 1.0
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forcement for free-choice selections. During
the first set of RC sessions in the No-Rules
Condition, even after prior exposure to RC
sessions with rules and feedback, Alysa
displayed a preference for choice until
restricted-choice selections were reinforced,
on average, 1.75 times more frequently than
free-choice selections, and even at this
schedule of reinforcement Alysa displayed
no preference, rather than a preference for
restricted choice.

One possible account for the relative
insensitivity of preference to the schedules
of reinforcement in the initial set of RC
sessions in the No-Rules Condition is that the
participants developed a self-rule of the
efficacy of choice, and that this self-rule
decreased sensitivity to schedules of rein-
forcement. This account would be consistent
with previous findings that rules decrease
sensitivity to contingencies (Bicard & Neef,
2002; Hackenberg & Joker, 1994; Hayes
et al., 1986; Joyce & Chase, 1990; Kaufman
et al., 1966; Lippman & Meyer, 1967;
Matthews et al., 1977; Shimoff et al., 1981;
Weiner, 1970) and that self-rules affect
responding similarly to rules (Rosenfarb,
Newland, Brannon, & Howey, 1992). The
possibility that the participants developed a
self-rule of the efficacy of choice is further
supported by verbal reports that the odds of
winning were higher in the free-choice
arrangement than in the restricted-choice
arrangement during the first several RC
sessions in the No-Rules Condition. Three of
the participants (Xavier, Robert, and Lucy)
reported that the odds of winning were better
in the restricted-choice arrangement in the
session or two prior to the session in which
they demonstrated preference for restricted
choice. Thus, for these 3 participants verbal
reports of the odds of winning changed before
preference changed, suggesting that respond-
ing might have been influenced by a self-rule.

Although the preference for free choice
and verbal reports of the odds of winning in
the RC sessions discussed above are consis-
tent with the presence of a self-rule of the
efficacy of choice, these data are also
consistent with other explanations. In the
RC sessions in which Xavier, Edmond,
Robert, Lucy, and Alysa demonstrated a
preference for free choice and reported that
the odds of winning were better in the free-

choice arrangement discussed above, the
points quotient measured across all trials
each session was positive or near zero—that
is, nearly as many or more points were won
in the free-choice arrangement in these
sessions than in the restricted-choice arrange-
ment. Thus, rather than self-rules, the verbal
reports that the odds of winning were better
in the free-choice arrangement in these
sessions may have been inaccurate descrip-
tions of the reinforcement schedules influ-
enced more by the relative amount of
reinforcement across choice arrangements
than by the probability of reinforcement for
each choice arrangement. In the current
experiment, we provided no programmed
reinforcement for verbal reports; however, it
is possible that verbal reports were influ-
enced by unidentified social consequences
(e.g., experimenter approval; see Schwartz &
Baer, 1991; Shimoff, 1986). This possibility
is minimized somewhat by the use of written
questionnaires and limited interaction with
the experimenters, but remains a possibility.

As noted, the durability of the preference
for free choice displayed by five of the
participants is consistent with a self-rule of
the efficacy of choice influencing preference
for free choice. However, other variables
may have influenced the relative insensitivity
to the reinforcement schedules displayed by
most of the participants. Matthews et al.
(1977) identified four common factors that
may decrease sensitivity to schedules of
reinforcement in experiments with humans:
minimal or incomplete instructions, low
response effort, ineffective reinforcers, and
nonconsumable reinforcers. Any or all of
these factors may have contributed to sched-
ule insensitivity in the current experiment.
The instructions in the No-Rules Condition
were minimal, the response effort to com-
plete each terminal link was very low, the
reinforcers may have exerted weak control
over responding (but control of points over
responding was demonstrated for all partic-
ipants), and nonconsumable reinforcers were
used. It may be noteworthy in this regard that
the 2 participants who displayed the greatest
schedule sensitivity, Chloe and Alysa, both
exchanged points earned in the experiment
for money, whereas the other participants
earned points for extra credit, but did not
engage in exchanges.
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To summarize the discussion to this point,
5 of the participants showed some durability
of preference for free choice during the initial
RC sessions in the No-Rules Condition. This
durability may have been influenced by a self-
rule of the efficacy of choice, or it may have
been influenced by other factors including the
relative amount of points earned across each
choice arrangement rather than the probabil-
ities of winning in each choice arrangement.
But what of the participants’ responding
following differential reinforcement of re-
stricted choice? Did they return to displaying
a preference for free choice and giving verbal
reports that the odds of winning were better
following free-choice selections, or did one or
both of these measures change? Based upon
previous research (Karsina et al., 2011;
Mazur, 1996), it might be expected that the
previously reinforced selections for restricted
choice might persist during the NC sessions
following RC sessions. For example, Karsina
and colleagues (2011) found that providing
differential reinforcement for free choice
resulted in a durable preference for free
choice during sessions without differential
reinforcement for 5 of their 7 participants. In
contrast, only 2 of 6 participants in the current
study (Lucy and Robert) demonstrated a
preference for restricted choice in sessions
without programmed differential reinforce-
ment following sessions with differential
reinforcement of restricted choice. It might
be that the gradual schedule changes in the
current experiment compared to the Karsina et
al. study are responsible for the different
findings. Interestingly, Robert and Lucy’s
data in NC sessions following FC sessions in
the No-Rules Condition (sessions 11 and 13
for Robert, session 12 for Lucy) were also
somewhat consistent with Karsina and col-
leagues previous findings. In these sessions,
Lucy displayed a preference for free choice
and Robert displayed preference for restricted
choice in one session and preference for free
choice in the other; however, none of the
preferences displayed was very strong and
responding across choice sets in these sessions
was variable. Future research should examine
the effects of a history of differential rein-
forcement for free choice versus a comparable
history of reinforcement for restricted choice
within and across participants.

In contrast to Robert and Lucy, Chloe,
Xavier, Edmond, and Alysa all demonstrated
a preference for free choice during NC
sessions immediately following the first
block of RC sessions in the No-Rules
Condition. Chloe, Xavier, and Alysa also
reported that their odds of winning were
better in the free-choice arrangement. Thus, 3
of the 6 participants (Chloe, Xavier, and
Alysa) demonstrated preference and verbal
reports consistent with the efficacy of choice
in the absence of programmed differential
reinforcement following differential rein-
forcement of restricted choice, but 3 (Ed-
mond, Robert, and Lucy) did not. In
comparison, during the first NC session
following RC sessions in the No-Rules
Condition, all 6 participants demonstrated
preference and verbal reports of the odds of
winning consistent with the points quotient
measured across all trials. However, whether
the relative amount of points won across
each terminal link determined preference or
whether preference determined the amount of
points won across each terminal link cannot
be isolated with the current experimental
arrangement. In measuring preference for
free choice, we allowed differential exposure
to the terminal links during choice trials. We
attempted to mitigate this differential expo-
sure with a high ratio of exposure trials to
choice trials (4:1), but at equal or near equal
schedules of reinforcement a strong prefer-
ence displayed during choice trials often
resulted in more points won in one choice
arrangement than the other, and sometimes
even more points won in the choice arrange-
ment with the lower probability of reinforce-
ment. Future researchers could use higher
ratios of exposure trials to choice trials and
more distinct schedules of differential rein-
forcement to further reduce this potential
confound. Other approaches that have been
used previously to keep exposure to the choice
arrangements relatively equal include em-
ploying variable interval schedules during
the initial links of the concurrent-chains
arrangement (e.g., Catania, 1975)—with this
arrangement higher responding to one initial
link does not necessarily result in more
exposures to the corresponding terminal link.

In addition to examining the effects of
differential reinforcement on preference and
verbal reports of the odds of winning, we
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examined the effects of accurate rules and
feedback on these measures. Although rules
and feedback were correlated with more
accurate verbal reports across the verbal
reports of the choice arrangement with the
better odds of winning, relative points won,
and preference (see Table 4), we were
interested specifically in preference and
verbal reports of the odds of winning during
NC sessions in the Rules-with-Feedback
Condition. Of the 5 participants who partic-
ipated in the Rules-with-Feedback Condition,
only Chloe displayed a preference for
restricted choice and reported that the odds
of winning were the same across choice
arrangements in NC sessions in this condi-
tion. Xavier, Edmond, Robert, and Alysa all
displayed a preference for free choice in all
NC sessions in the Rules-with-Feedback
Condition, and Robert and Edmond reported
that their odds of winning were better in the
free-choice arrangement in all of these NC
sessions. Xavier and Alysa reported that their
odds of winning were better in the free-
choice arrangement in some NC sessions in
the Rules-with-Feedback Condition, but re-
ported that the odds of winning were the
same across choice arrangements in other NC
sessions. Therefore, providing accurate rules
and feedback did not consistently change
preference or verbal reports of the odds of
winning. This finding is consistent with the
findings from Dixon (2000), as Dixon found
that the participants in his study still wagered
more chips when they placed their own bets
versus the experimenter placing bets for them
after accurate rules about winning were
provided, they just wagered relatively less
chips when placing their own bets than they
had following inaccurate rules.

The more accurate verbal reports of the
odds of winning the Rules-with-Feedback
condition could be a function of the addi-
tional information provided in this condition.
But if this is the case, what are we to make of
the inaccurate verbal reports of the odds of
winning during NC sessions for Xavier,
Edmond, Robert, and Alyssa? After all, these
participants were provided with the stated
odds of winning for each terminal link at the
beginning of each session and on every
terminal link screen throughout the session
(i.e., 121 exposures to the stated odds of
winning each session), and still provided

inaccurate verbal reports of the odds of
winning in at least some NC sessions. One
possibility is that the rules (stated odds of
winning across choice arrangements) and the
feedback (points won in each choice arrange-
ment) may have appeared to conflict. The
feedback in the Rules-with-Feedback Condi-
tion was intended to serve as verification for
the participant that the stated odds for the
choice arrangements were accurate, at least
relative to one another; however, no indica-
tion of the number of exposures to each
terminal link was provided. Thus, due to
differential exposure to the choice arrange-
ments, it was possible for participants to read
that the odds were better in the restricted-
choice arrangement, for example, but to also
see that they had received more points in the
free-choice arrangement. Although accurate,
then, the feedback may have functioned as
incomplete feedback, providing information
as to the amount of points won in each choice
arrangement but not the odds of winning for
each choice arrangement. Research suggests
that incomplete rules may lead to insensitive
performance (Hayes et al., 1986; Hefferline,
Keenan, & Harford, 1959), and inaccurate
rules may lead to less compliance with the
rule (Torgurd & Holborn, 1990). Thus, it is
possible that in the current study providing
the number of points won in each terminal
link and the number of presentations of each
terminal link may have led to more accurate
verbal reports of the choice arrangement with
the better odds of winning. Future research
should examine the effects of providing
different types of information such as only
the points won per choice arrangement (as in
this study) versus providing the points won
per choice arrangement and the number of
presentations of each choice arrangement.

The verbal reports of the choice arrange-
ment with the better odds of winning were
more accurate when rules and feedback were
provided, but responding was only marginally
more sensitive to the schedules of reinforce-
ment with rules and feedback. There were
limited comparisons (if any) between differ-
ential reinforcement sessions in the No-Rules
Condition and identical differential reinforce-
ment sessions in the Rules-with-Feedback
Condition for each participant. For the
participants with matched differential rein-
forcement sessions across the No-Rules and

DETERMINANTS OF PREFERENCE FOR CHOICE 53



Rules-with-Feedback Conditions, the sensi-
tivity of preference to the schedules of
reinforcement of Xavier and Edmond in the
Rules-with-Feedback Condition is confound-
ed by previous exposure to the schedules of
reinforcement in the No-Rules Condition.
That is, increased sensitivity to the schedules
of reinforcement in the Rules-with-Feedback
Condition may have been a function of the
rules and feedback, or the history of exposure
to the schedules of reinforcement, or both.
In this regard, it is noteworthy that Alysa
displayed more sensitivity to the schedules of
reinforcement in the Rules-with-Feedback
Condition than she did in the No-Rules
Condition, even though she participated in
the Rules-with-Feedback Condition first. Fur-
ther, the marginal increase in sensitivity to
schedules, if any, during the rules with
feedback sessions is consistent with the
findings of Baron and colleagues (1969) who
found that participants with experimental
histories of no rules continued to exhibit
responding insensitive to the fixed-interval
schedules even when accurate rules were
provided. Thus it is possible that the partic-
ipants’ responding may have been more
sensitive to the schedules of reinforcement
had rules and feedback been provided initially
to each participant rather than later in the
experiment. Again, Alysa’s results provide
some support for this possibility—although
her preference for free choice did not change
until an RC 7:8 FC 4:8 schedule of reinforce-
ment in the No-Rules Condition, compared to
a RC 6:8 FC 4:8 schedule in the Rules-with-
Feedback Condition, the RC 7:8 FC 4:8
schedule in the No-Rules Condition was still
a ‘‘leaner’’ schedule of differential reinforce-
ment than found with Xavier, Edmond,
Robert, or Lucy in the No-Rules Condition.

Participant responding corresponded more
consistently to their verbal reports of the choice
arrangement with the better odds of winning
than to the programmed schedules of reinforce-
ment. This is consistent with several other
studies that have reported that participants’
responding during sessions has corresponded
more highly to verbal reports of contingencies
than their responding has corresponded to the
contingencies themselves (Bicard & Neef,
2002; Catania & Cutts, 1963; Catania, Mat-
thews, & Shimoff, 1982; Cerutti, 1991; Horne
& Lowe, 1993). It might be that the

participants were simply better at describing
their own performance than at describing the
contingencies. This is particularly likely
during schedules of reinforcement that are
difficult to distinguish (i.e., NC sessions and
differential reinforcement sessions with rela-
tively similar schedules of reinforcement
across choice arrangements). Torgurd and
Holborn (1990) found that when inaccurate
verbal reports were reinforced and the sched-
ules of reinforcement for pressing two keys
were very different (i.e., pressing fast versus
pressing slow), then the key-pressing of their
college student participants matched the
schedules of reinforcement rather than the
verbal reports about the schedules of rein-
forcement. However, when reinforcement
schedules for both keys provided reinforce-
ment at a medium, semi-random rate, and
inaccurate verbal reports were again rein-
forced, responding sometimes matched the
verbal reports rather than the schedules of
reinforcement. Thus it is possible that the
higher correspondence between responding
and verbal reports of the participants in the
current study is a reflection of the relatively
similar schedules.

We also want to emphasize that we have
by no means exhausted the possible expla-
nations for preference for free choice. For
example, a number of studies suggest that
humans and nonhumans prefer contingent
reinforcement over noncontingent reinforce-
ment (Hanley, Piazza, Fisher, Contrucci, &
Maglieri, 1997; Luczynski & Hanley, 2009;
Lucynski & Hanley, 2010; Neuringer, 1969).
Although the free- and restricted-choice
terminal links were similar in response effort
in that each terminal link required four clicks
on a computer mouse to complete, in the
free-choice terminal links the participants
selected the numbers, whereas in the restrict-
ed-choice terminal link the participants
merely ordered numbers generated by the
computer. Thus, selections of the free-choice
arrangement could be seen as evidence for a
preference for contingent reinforcement (i.e.,
points delivered contingent upon selections),
whereas selections of the restricted-choice
arrangement could be seen as a preference
for noncontingent reinforcement (i.e., points
delivered based upon numbers generated by
the computer). A preference for contingent
versus noncontingent reinforcement does not
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explain preference for choice any more than a
self-rule of the efficacy of choice does, but it
at least suggests some variables to examine.

We found that preference for free choice and
verbal reports of the relative odds of winning
were affected differently across our partici-
pants by differential reinforcement and rules
with feedback. Chloe’s preference and verbal
reports of the choice arrangement with the
better odds of winning responded to slight
changes in the reinforcement schedules, where-
as the other participants did not. Xavier,
Edmond, and Alysa displayed a preference
for free choice in every NC session even after
exposure to differential reinforcement of
restricted choice; the other participants did
not. Rules and feedback resulted in verbal
reports of the odds of winning consistent with
the rules during the first NC session for Chloe,
but not for Xavier, Robert, or Alysa, and so on.
This variability should not be surprising, given
the considerable variability in extra-experi-
mental histories of the participants. Baron and
Perone (1982) note that individual differences
between human participants need not be an
impassible barrier to research with human
participants, but rather pose a set of variables
(e.g., age, gender, socioeconomic status, etc.)
to be studied in their own right. Further, Baron
and Perone argue that responses initially
controlled by extra-experimental variables will
come under control of experimental contin-
gencies with repeated exposures, particularly
as the experimental contingencies are likely to
be stronger and more salient than the extra-
experimental contingencies. Diminishing the
effect of extra-experimental variables is
achievable by using long-term observations
and steady state designs, employing free
operant methods and including as little contact
between the experimenter and participant as
absolutely necessary, and selecting participants
to match for variables that cannot be practically
brought under experimenter control (Baron &
Perone, 1982; Baron, Perone, & Galizio, 1991;
Bernstein, 1988). Future research with humans
into preference for choice and self-rules should
take these recommendations into account.

REFERENCES

Ayllon, T., & Azrin, N. H. (1964). Rein-
forcement and instructions with mental
patients. Journal of the Experimental

Analysis of Behavior, 7, 327–331. doi:10.
1901/jeab.1964.7-327

Baron, A., & Galizio, M. (1983). Instruc-
tional control of human operant behav-
ior. The Psychological Record, 33, 495–
520.

Baron, A., Kaufman, A., & Stauber, K. A.
(1969). Effects of instruction and rein-
forcement-feedback on human operant
behavior maintained by fixed-interval
reinforcement. Journal of the Experimen-
tal Analysis of Behavior, 12, 701–712.
doi:10.1901/jeab.1969.12–701

Baron, A., & Perone, M. (1982). The place of
the human subject in the operant labora-
tory. The Behavior Analyst, 5, 143–158.

Baron, A., Perone, M., & Galizio, M. (1991).
Analyzing the reinforcement process at
the human level: Can application and
behavioristic interpretation replace labo-
ratory research? The Behavior Analyst, 14,
95–105.

Bernstein, B. J. (1988). Laboratory lore and
research practices in the experimental anal-
ysis of human behavior: Designing session
logistics—How long, how often, how many?
The Behavior Analyst, 11, 51–58.

Bicard, D. F., & Neef, N. A. (2002). Effects
of strategic versus tactical instructions on
adaption to changing contingencies in
children with ADHD. Journal of Applied
Behavior Analysis, 35, 375–389. doi:10.
1901/jaba.2002.35-375

Catania, A. C. (1975). Freedom and knowl-
edge: An experimental analysis of prefer-
ence in pigeons. Journal of the Experi-
mental Analysis of Behavior, 24, 89–106.
doi:10.1901/jeab.1975.24-89

Catania, A. C., & Cutts, D. (1963). Experi-
mental control of superstitious responding
in humans. Journal of the Experimental
Analysis of Behavior, 6, 203–208. doi:10.
1901/jeab.1963.6-203

Catania, A. C., Matthews, B. A., & Shimoff,
E. (1982). Instructed versus shaped human
verbal behavior: Interactions with nonver-
bal responding. Journal of the Experimen-
tal Analysis of Behavior, 38, 233–248.
doi:10.1901/jeab.1982.38-233

Catania, A. C., & Sagvolden, T. (1980).
Preference for free choice over forced
choice in pigeons. Journal of the Exper-
imental Analysis of Behavior, 34, 77–86.
doi:10.1901/jeab.1980.34-77

DETERMINANTS OF PREFERENCE FOR CHOICE 55



Cerutti, D. T. (1991). Discriminative versus
reinforcing properties of schedules as
determinants of schedule insensitivity in
humans. The Psychological Record, 41,
51–67.

Dixon, M. R. (2000). Manipulating the
illusion of control: Variations in gambling
as a function of perceived control over
chance outcomes. The Psychological Re-
cord, 50, 705–719.

Fisher, W. W., Thompson, R. H., Piazza,
C. C., Crosland, K., & Gotjen, D. (1997).
On the relative reinforcing effects of
choice and differential consequences.
Journal of Applied Behavior Analysis,
30, 423–438. doi:10.1901/jaba.1997.30-
423

Galizio, M. (1979). Contingency-shaped and
rule-governed behavior: Instructional con-
trol of human loss avoidance. Journal of
the Experimental Analysis of Behavior,
31, 53–70. doi:10.1901/jeab.1979.31-53

Hackenberg, T. D., & Joker, V. R. (1994).
Instructional versus schedule control of
humans’ choices in situations of dimin-
ishing returns. Journal of the Experimen-
tal Analysis of Behavior, 62, 367–383.
doi:10.1901/jeab.1994.62-367

Hanley, G. P., Piazza, C. C., Fisher, W. W.,
Contrucci, S. A., & Maglieri, K. M.
(1997). Evaluation of client preference
for function-based treatments. Journal of
Applied Behavior Analysis, 30, 459–473.
doi:10.1901/jaba.1997.30-459

Hayes, S. C., Brownstein, A. J., Zettle, R. D.,
Rosenfarb, I., & Korn, Z. (1986). Rule-
governed behavior and sensitivity to
changing consequences of responding.
Journal of the Experimental Analysis of
Behavior, 45, 237–256. doi:10.1901/jeab.
1986.45-237

Hefferline, R. F., Keenan, B., & Harford,
R. A. (1959). Escape and avoidance in
human subjects without their observation of
the response. Science, 130, 1338–1339.
Retrieved from http://www.jstor.org/stable/
1756871

Horne, P. J., & Lowe, C. F. (1993).
Determinants of human performance on
concurrent schedules. Journal of the
Experimental Analysis of Behavior, 59,
29–60. doi:10.1901/jeab.1993.59-29

Joyce, J. J., & Chase, P. N. (1990). Effects of
response variability on the sensitivity of

rule-governed behavior. Journal of the
Experimental Analysis of Behavior, 54,
251–262. doi:10.1901/jeab.1990.54-251

Karsina, A., Thompson, R. H., & Rodriguez,
N. M. (2011). Effects of a history of
differential reinforcement on preference
for choice. Journal of the Experimental
Analysis of Behavior, 95, 189–202. doi:10.
1901/jeab.2011.95-189

Kaufman, A., Baron, A., & Kopp, R. E.
(1966). Some effects of instructions on
human operant behavior. Psychonomic
Monograph Supplements, 1, 243–250.

Lerman, D. C., Iwata, B. A., Rainville, B.,
Adelinis, J. D., Crosland, K., & Kogan, J.
(1997). Effects of reinforcement choice on
task responding in individuals with devel-
opmental disabilities. Journal of Applied
Behavior Analysis, 30, 411–422. doi:10.
1901/jaba.1997.30-411

Lippman, L. G., & Meyer, M. E. (1967).
Fixed-interval performance as related to
instructions and to subjects’ verbalizations
of the contingency. Psychonomic Science,
8, 135–136.

Luczynksi, K. C., & Hanley, G. P. (2009). Do
children prefer contingencies? An evalu-
ation of the efficacy of and preference for
contingent versus noncontingent social
reinforcement during play. Journal of
Applied Behavior Analysis, 42, 511–525.
doi:10.1901/jaba.2009.42-511

Luczynksi, K. C., & Hanley, G. P. (2010).
Examining the generality of children’s
preference for contingent reinforcement
via extension to different responses,
reinforcers, and schedules. Journal of
Applied Behavior Analysis, 43, 397–409.
doi:10.1901/jaba.2010.43-397

Matthews, B. A., Shimoff, E., Catania, A. C.,
& Sagvolden, T. (1977). Uninstructed
human responding: Sensitivity to ratio
and interval contingencies. Journal of the
Experimental Analysis of Behavior, 27,
453–467. doi:10.1901/jeab.1977.27-453

Mazur, J. E. (1996). Past experience, recency,
and spontaneous recovery in choice behav-
ior. Animal Learning & Behavior, 24, 1–10.

Neuringer, A. J. (1969). Animals respond for
food in the presence of free food. Science,
166, 399–401.

Rosenfarb, I. S., Newland, M. C., Brannon, S.
E., & Howey, D. S. (1992). Effects of self-
generated rules on the development of

56 ALLEN KARSINA et al.



schedule-controlled behavior. Journal of
the Experimental Analysis of Behavior, 58,
107–121. doi:10.1901/jeab.1992.58-107

Schmidt, A. C., Hanley, G. P., & Layer, S. A.
(2009). A further analysis of the value of
choice: Controlling for illusory discrimi-
native stimuli and evaluating the effects of
less preferred items. Journal of Applied
Behavior Analysis, 42, 711–716. doi:10.
1901/jaba.2009.42-711

Schwartz, I. S., & Baer, D. M. (1991). Social
validity assessments: Is current practice
state of the art? Journal of Applied
Behavior Analysis, 24, 189–204. doi:
10.1901/jaba.1991.24-189

Shimoff, E. (1986). Post-session verbal
reports and the experimental analysis of
behavior. The Analysis of Verbal Behav-
ior, 4, 19–22.

Shimoff, E., Catania, A. C., & Matthews,
B. A. (1981). Uninstructed human respond-
ing: Sensitivity of low-rate performance to
schedule contingencies. Journal of the
Experimental Analysis of Behavior, 26,
207–220. doi:10.1901/jeab.1981.26-207

Thompson, R. H., Fisher, W. W., & Con-
trucci, S. A. (1998). Evaluating the
reinforcing effects of choice in compari-
son to reinforcement rate. Research in
Developmental Disabilities, 12, 181–188.
doi:10891-4222/98

Tiger, J. H., Hanley, G. P., & Hernandez, E.
(2006). An evaluation of the value of
choice with preschool children. Journal
of Applied Behavior Analysis, 39, 1–16.
doi:10.1901/jaba.2006.39-16

Torgurd, L. J., & Holborn, S. W. (1990). The
effects of verbal performance descriptions
on nonverbal operant responding. Journal of
the Experimental Analysis of Behavior, 54,
273–291. doi:10.1901/jeab.1990.54-273

Voss, S. C., & Homzie, M. J. (1970). Choice
as a value. Psychological Reports, 26,
912–914.

Weiner, H. (1970). Instructional control of
human operant responding during extinc-
tion following fixed-ratio conditioning.
Journal of the Experimental Analysis of
Behavior, 13, 391–394. doi:10.1901/jeab.
1970.13-391

DETERMINANTS OF PREFERENCE FOR CHOICE 57



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 30%)
  /CalRGBProfile (None)
  /CalCMYKProfile (U.S. Sheetfed Coated v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed false
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly true
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Euroscale Coated v2)
  /PDFXOutputConditionIdentifier (FOGRA1)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /SyntheticBoldness 1.000000
  /Description <<
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e002c00200075006d002000650069006e0065006e00200042006500720069006300680074002000fc00620065007200200064006900650020005000440046002f0058002d0033002d004b006f006d007000610074006900620069006c0069007400e4007400200065007200680061006c00740065006e00200075006e00640020005000440046002d0044006f006b0075006d0065006e007400650020006e00750072002000640061006e006e0020007a0075002000650072007300740065006c006c0065006e002c002000770065006e006e0020007300690065002000fc0062006500720020006400690065007300650020004b006f006d007000610074006900620069006c0069007400e400740020007600650072006600fc00670065006e002e0020005000440046002f00580020006900730074002000650069006e0065002000490053004f002d004e006f0072006d0020007a0075006d002000410075007300740061007500730063006800200076006f006e0020006400690067006900740061006c0065006e00200044007200750063006b0076006f0072006c006100670065006e002e0020005700650069007400650072006500200049006e0066006f0072006d006100740069006f006e0065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002f0058002d0033002d006b006f006d00700061007400690062006c0065006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002000660069006e00640065006e002000530069006500200069006d0020004100630072006f006200610074002d00480061006e00640062007500630068002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200034002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064002700e900760061006c0075006500720020006c006100200063006f006e0066006f0072006d0069007400e9002000e00020006c00610020006e006f0072006d00650020005000440046002f0058002d003300200065007400200064006500200063006f006e0064006900740069006f006e006e006500720020006c0061002000700072006f00640075006300740069006f006e00200064006500200064006f00630075006d0065006e007400730020005000440046002000e000200063006500740074006500200063006f006e0066006f0072006d0069007400e9002e0020005000440046002f0058002000650073007400200075006e00650020006e006f0072006d0065002000490053004f00200064002700e9006300680061006e0067006500200064006500200063006f006e00740065006e00750020006700720061007000680069007100750065002e00200050006f0075007200200065006e0020007300610076006f0069007200200070006c0075007300200073007500720020006c006100200063007200e9006100740069006f006e00200064006500200064006f00630075006d0065006e00740073002000500044004600200063006f006e0066006f0072006d00650073002000e00020005000440046002f0058002d0033002c00200063006f006e00730075006c00740065007a0020006c00650020004700750069006400650020006400650020006c0027007500740069006c0069007300610074006500750072002000640027004100630072006f006200610074002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e00200034002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /JPN <FEFF005000440046002f0058002d00336e9662e0306e30ec30dd30fc30c87528304a30883073658766f84f5c62107528306b4f7f75283057307e30593002005000440046002f00580020306f30b030e930d530a330c330af30b3002030f330c630f330c4590963db306b304a3051308b002000490053004f00206a196e96306730593002005000440046002f0058002d003300206e9662e0306e658766f84f5c6210306b306430443066306f0020004100630072006f006200610074002030e630fc30b630ac30a430c9309253c2716730573066304f30603055304430024f5c62103057305f00200050004400460020306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200034002e003000204ee5964d30678868793a3067304d307e30593002>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f007300200050004400460020006500200065006d0069007400690072002000720065006c0061007400f300720069006f007300200073006f00620072006500200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d0033002e0020005000440046002f0058002000e900200075006d0020007000610064007200e3006f002000640061002000490053004f00200070006100720061002000740072006f0063006100200064006500200063006f006e0074006500fa0064006f00200067007200e1006600690063006f002e002000500061007200610020006f00620074006500720020006d00610069007300200069006e0066006f0072006d006100e700f50065007300200073006f00620072006500200063006f006d006f00200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200065006d00200063006f006e0066006f0072006d0069006400610064006500200063006f006d0020006f0020005000440046002f0058002d0033002c00200063006f006e00730075006c007400650020006f0020004700750069006100200064006f002000550073007500e100720069006f00200064006f0020004100630072006f006200610074002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200034002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c00200061007400200072006100700070006f007200740065007200650020006f006d0020006f0076006500720068006f006c00640065006c007300650020006100660020005000440046002f0058002d00330020006f00670020006b0075006e002000700072006f0064007500630065007200650020005000440046002d0064006f006b0075006d0065006e007400650072002c002000680076006900730020006400650020006f0076006500720068006f006c0064006500720020007300740061006e00640061007200640065006e002e0020005000440046002f005800200065007200200065006e002000490053004f002d007300740061006e0064006100720064002000740069006c00200075006400760065006b0073006c0069006e0067002000610066002000670072006100660069006b0069006e00640068006f006c0064002e00200059006400650072006c006900670065007200650020006f0070006c00790073006e0069006e0067006500720020006f006d0020006f007000720065007400740065006c007300650020006100660020005000440046002d0064006f006b0075006d0065006e007400650072002c00200064006500720020006f0076006500720068006f006c0064006500720020005000440046002f0058002d0033002c002000660069006e00640065007200200064007500200069002000620072007500670065007200760065006a006c00650064006e0069006e00670065006e002000740069006c0020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200034002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d00200064006500200063006f006d007000610074006900620069006c006900740065006900740020006d006500740020005000440046002f0058002d003300200074006500200063006f006e00740072006f006c006500720065006e00200065006e00200061006c006c00650065006e0020005000440046002d0064006f00630075006d0065006e00740065006e002000740065002000700072006f006400750063006500720065006e002000640069006500200063006f006d007000610074006900620065006c0020007a0069006a006e002e0020005000440046002f0058002000690073002000650065006e002000490053004f002d007300740061006e0064006100610072006400200076006f006f00720020006800650074002000750069007400770069007300730065006c0065006e002000760061006e002000670072006100660069007300630068006500200069006e0068006f00750064002e002000520061006100640070006c0065006500670020006400650020006700650062007200750069006b00650072007300680061006e0064006c0065006900640069006e0067002000760061006e0020004100630072006f00620061007400200076006f006f00720020006d00650065007200200069006e0066006f0072006d00610074006900650020006f00760065007200200068006500740020006d0061006b0065006e002000760061006e0020005000440046002d0064006f00630075006d0065006e00740065006e002000640069006500200063006f006d007000610074006900620065006c0020007a0069006a006e0020006d006500740020005000440046002f0058002d0033002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200034002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e00650073002000700061007200610020007200650061006c0069007a0061007200200075006e00200069006e0066006f0072006d006500200073006f0062007200650020006c006100200063006f006d007000610074006900620069006c006900640061006400200063006f006e0020005000440046002f0058002d003300200079002000670065006e006500720061007200200064006f00630075006d0065006e0074006f007300200050004400460020007300f3006c006f00200073006900200073006f006e00200063006f006d00700061007400690062006c00650073002e0020005000440046002f005800200065007300200075006e002000650073007400e1006e006400610072002000490053004f0020007000610072006100200065006c00200069006e00740065007200630061006d00620069006f00200064006500200063006f006e00740065006e00690064006f00200067007200e1006600690063006f002e002000500061007200610020006f006200740065006e006500720020006d00e1007300200069006e0066006f0072006d00610063006900f3006e00200061006300650072006300610020006400650020006300f3006d006f00200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00700061007400690062006c0065007300200063006f006e0020005000440046002f0058002d0033002c00200063006f006e00730075006c007400650020006c006100200047007500ed0061002000640065006c0020007500730075006100720069006f0020006400650020004100630072006f006200610074002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200034002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006d00e400e4007200690074007400e400e40020005000440046002f0058002d0033002d00790068007400650065006e0073006f0070006900760075007500640065006e0020006a00610020006c0075006f00640061002000730065006e0020006d0075006b006100690073006900610020005000440046002d0061007300690061006b00690072006a006f006a0061002e0020005000440046002f00580020006f006e002000490053004f002d007300740061006e006400610072006400690073006f006900740075002000670072006100610066006900730065006e002000730069007300e4006c006c00f6006e0020006500730069007400790073006d0075006f0074006f002e0020004c0069007300e40074006900650074006f006a00610020005000440046002f0058002d0033002d00790068007400650065006e0073006f00700069007600690065006e0020005000440046002d0061007300690061006b00690072006a006f006a0065006e0020006c0075006f006e006e00690073007400610020006f006e002000410064006f006200650020004100630072006f0062006100740020002d006b00e400790074007400f6006f0070007000610061007300730061002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200034002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000760065007200690066006900630061007200650020006c006100200063006f006e0066006f0072006d0069007400e0002000610020005000440046002f0058002d003300200065002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200073006f006c006f00200069006e0020006300610073006f00200064006900200063006f006e0066006f0072006d0069007400e0002e0020005000440046002f0058002d0033002000e800200075006e006f0020007300740061006e0064006100720064002000490053004f00200070006500720020006c006f0020007300630061006d00620069006f00200064006900200063006f006e00740065006e00750074006f0020006700720061006600690063006f002e002000500065007200200075006c0074006500720069006f0072006900200069006e0066006f0072006d0061007a0069006f006e0069002000730075006c006c006100200063007200650061007a0069006f006e006500200064006900200064006f00630075006d0065006e00740069002000500044004600200063006f006e0066006f0072006d0069002000610020005000440046002f0058002d0033002c00200063006f006e00730075006c00740061007200650020006c0061002000470075006900640061002000640065006c006c0027007500740065006e007400650020006400690020004100630072006f006200610074002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200034002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e500200072006100700070006f007200740065007200650020006f006d0020005000440046002f0058002d0033002d006b006f006d007000610074006900620069006c00690074006500740020006f00670020006c0061006700650020005000440046002d0064006f006b0075006d0065006e00740065007200200062006100720065002000680076006900730020006b006f006d007000610074006900620065006c002e0020005000440046002f005800200065007200200065006e002000490053004f002d007300740061006e006400610072006400200066006f00720020006700720061006600690073006b00200069006e006e0068006f006c006400730075007400760065006b0073006c0069006e0067002e00200048007600690073002000640075002000760069006c0020006800610020006d0065007200200069006e0066006f0072006d00610073006a006f006e0020006f006d002000680076006f007200640061006e0020006400750020006f007000700072006500740074006500720020005000440046002f0058002d0033002d006b006f006d00700061007400690062006c00650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006b0061006e002000640075002000730065002000690020006200720075006b00650072006800e5006e00640062006f006b0065006e00200066006f00720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200034002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e006400200065006e00640061007300740020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200072006100700070006f007200740065007200610020006f006d0020005000440046002f0058002d0033002d007300740061006e00640061007200640020006f0063006800200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d0020006600f6006c006a00650072002000640065006e006e00610020007300740061006e0064006100720064002e0020005000440046002f0058002000e4007200200065006e002000490053004f002d007300740061006e00640061007200640020006600f6007200200075007400620079007400650020006100760020006700720061006600690073006b007400200069006e006e0065006800e5006c006c002e0020004d0065007200200069006e0066006f0072006d006100740069006f006e0020006f006d002000680075007200200064007500200073006b00610070006100720020005000440046002d0064006f006b0075006d0065006e007400200073006f006d0020006600f6006c006a006500720020005000440046002f0058002d003300200068006900740074006100720020006400750020006900200061006e007600e4006e00640061007200680061006e00640062006f006b0065006e0020006600f600720020004100630072006f006200610074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200034002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Settings for the Rampage workflow.)
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


